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Microcirculation Volumetric Flow Assessment
Using High-Resolution, Contrast-Assisted

Images
Chih-Kuang Yeh, Member, IEEE, Sheng-Yi Lu, and Yung-Sheng Chen, Member, IEEE

Abstract—To improve the resolution of contrast-assisted
imaging systems, we previously developed a 25-MHz
microbubbles-destruction/replenishment imaging system
with a spatial resolution of 160 � 160 �m. The goal of
the present study was to propose a new approach for func-
tionally evaluating the microvascular volumetric blood flow
based on this high-frequency, ultrasound imaging system.
The approach includes locating the perfusion area and es-
timating the blood flow velocity therein. Because the cor-
relation changes between before and after microbubble de-
struction in two adjacent images, a correlated-based ap-
proach was introduced to detect the blood perfusion area.
We also have derived a new sigmoid-based model for charac-
terizing the microbubbles replenishment process. Two pa-
rameters derived from the sigmoid-based model—the rate
constant and inflection time—were adopted to evaluate the
blood flow velocity. This model was validated using both
simulations and in vitro experiments for mean flow veloc-
ities ranging from 1 to 10 mm/s, which showed that the
model was in good agreement with simulated and measured
microbubble-replenishment time-intensity curves. The re-
sults indicate that the actual flow velocity is highly cor-
related with the estimates of the rate constant and the
reciprocal of the inflection time. B-mode imaging experi-
ments for mean flow velocities ranging from 0.4 to 2.1 mm/s
were used to assess the volumetric flow in the microcircu-
lation. The results indicated the high correlation between
the actual volumetric flow rate and the product of the es-
timated perfusion area and rate constant, and the recipro-
cal of the inflection time. We also found that the bound-
ary of the microbubble destruction volume significantly af-
fected estimations of the flow velocity. The perfusion area
can be located, and the corresponding flow velocity can
be estimated simultaneously in a one-stage, microbubble-
destruction/replenishment process, which makes the assess-
ment of the volumetric blood flow in the microcirculation
feasible using a real-time, high-frequency ultrasound sys-
tem.

I. Introduction

Microvascular changes occur in many disease states,
including cancer and diabetes. The neovasculature
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formed through the angiogenetic process during cancer is
critical to tumor proliferation and metastasis [1]. Current
treatments such as antiangiogenic therapies focus on con-
trolling angiogenesis and reducing tumor perfusion. There
is considerable evidence that the prognosis is linked to the
specific pattern of microvascular morphology [2], [3]. Be-
cause assessments of the microvascular status can yield
clinically significant information, assessing the volumetric
flow in the microcirculation would be of particular interest
in tumor diagnosis and prognosis.

However, there are several limitations to using con-
ventional medical ultrasound to evaluate microvascular
changes. The first problem is that the spatial resolution of
conventional Doppler ultrasound systems operating at 2–
10 MHz is insufficient to detect smaller vessels within the
microcirculation. Typical vessel sizes and flow velocities
within the microcirculation are in the ranges of 5 to 200 µm
and 0.1 to 10 mm/s, respectively [4], [5]. The resolution
and blood backscattering coefficient improve with increas-
ing ultrasound frequency. This prompted the creation of
high-frequency ultrasound imaging systems (> 15 MHz),
which provide spatial resolutions of 50–200 µm. Appli-
cations of high-frequency ultrasound include noninvasive
imaging of small-scale, superficial structures such as the
skin, the anterior chamber of the eye, and mouse embryos
[6]–[9]. Operating in color Doppler and power Doppler
imaging modes at 40 MHz provides spatial resolutions
down to 40 µm, yielding the capability of mapping blood
velocity and the power of Doppler signals from moving
red blood cells [10]–[12]. These previous studies and the
described systems have not been capable of evaluating the
flow in the entire microcirculation, and vessels with diam-
eters of less than 40 µm were not detectable.

The second problem of conventional ultrasound systems
is the weak backscattered echo from small vessels. Ultra-
sound contrast agents (UCAs) are used to improve the
sensitivity of the ultrasound flow mapping system, allow-
ing arterioles, venules, and capillaries to be investigated.
UCAs are shell-encapsulated microbubbles that enhance
the backscattered echoes from blood. Sonication by low-
frequency ultrasound pulses can result in UCA bubbles
fragmenting into smaller bubbles and/or diffusion of the
encapsulated gas [13]–[15], which is utilized by contrast-
assisted imaging methods to evaluate flow velocity and
blood perfusion, and to improve the blood-to-tissue image
contrast. Frinking et al. [16] suggested that a burst of ul-
trasound could be used to destroy the microbubbles. Then
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the microbubbles could be distinguished from the back-
ground tissue by measuring the decorrelation between the
changes in the intensity of echo signals between before and
after the ultrasound burst.

The well-known, contrast-assisted imaging methods can
be considered as microbubble-destruction/replenishment
techniques [17]. Following destruction of microbubbles
with lower frequency pulses, the intact microbubbles flow-
ing into the sample volume can be monitored over time to
produce a local estimate of flow velocity in a region of in-
terest (ROI). The graphical representation of the gradual
increase in the echo intensity due to the replenishment of
microbubbles as a function of time is typically referred to
as the time-intensity curve (TIC). Wei et al. [17] proposed
a growing monoexponential function to characterize TICs
and to assess the blood flow velocity in the myocardium.
Their model predicts that the intensity of the received echo
increases exponentially over time, before saturating. Re-
lated studies include assessments of myocardial perfusion,
renal flow, cerebral blood perfusion, and tumor perfusion
[18]–[24].

Certain TICs detected in cerebral [21] and renal tis-
sue perfusion [25], [26] were not consistent with the mo-
noexponential model, instead requiring a sigmoid-based
model for good agreement. Lucidarme et al. [26] as-
sumed that the fraction of microbubbles that fragmented
prior to replenishment into the ROI resulted in TICs
similar to sigmoidal curves. They also demonstrated
the conditions for the transition between sigmoid- and
monoexponential-based model behaviors in a multicom-
partment model. Hudson et al. [27] introduced an an-
alytic replenishment model to characterize TICs in dif-
ferent hemodynamic and beam geometry conditions that
took the hemodynamics, vascular morphology, acoustics
field distribution, and microbubble properties into con-
sideration. Arditi et al. [28] provided a new formalism
for the microbubble-destruction/replenishment perfusion-
quantification approach that accounted for the spatial dis-
tribution of the transmit/receive ultrasound beam in the
elevation plane. They assumed that the sigmoid-shaped
TIC was formed by a linear combination of elementary
cumulative normal distribution functions weighted by the
probability density function of flow transit times within
the region. Krix et al. [29] presented a hyperbolic model
for quantifying the replenishment of microbubbles. This
model relies on a physiological and consistent description
of refilling, and it takes into account the variability of
blood flow velocities in a given volume of tissue in vivo.

To improve the resolution of contrast-assisted imaging
systems, we previously developed a 25-MHz microbubble-
destruction/replenishment imaging system with a spatial
resolution of 160 × 160 µm [30]. The goal of the present
study is to propose a new approach for functionally eval-
uating the microvascular volumetric blood flow based on
this high-frequency ultrasound imaging system. The ap-
proach includes locating the perfusion area and estimat-
ing the blood flow velocity therein. Here we introduce
a correlated-based method for locating the blood perfu-

sion area, and a new sigmoid-based model for characteriz-
ing the UCA-replenishment process. The relationship be-
tween the progressive arrival of UCAs at a specific location
within the sample volume and corresponding TIC is char-
acterized. Two parameters derived from the sigmoid-based
model—the rate constant and inflection time—are adopted
to evaluate the blood flow velocity. Both simulations and
in vitro experiments were performed to validate the pro-
posed sigmoid-based model. The perfusion area (PA) can
be located, and the corresponding flow velocity (v) can
be estimated simultaneously in a one-stage microbubble-
destruction/replenishment process, which makes the as-
sessment of volumetric blood flow (S) in the microcircula-
tion feasible, and is given by:

S = v × PA. (1)

Here we first derive sigmoid-based TICs, then detail
the approach used to locate the perfusion area, describe
the in vitro experimental system for microcirculation flow
estimation, then summarize the results of simulations and
in vitro experiments.

II. Methodology

A. Sigmoidal Function and Time-Intensity Curves

Infusion with a contrast agent at a constant rate and
concentration will produce a steady-state concentration
throughout the circulation after a certain period of time.
The subsequent local application of high-pressure ultra-
sound pulses will destroy microbubbles within a confined
volume, and intact microbubbles will enter this volume at
a rate determined by the flow velocity and vessel topol-
ogy. Nondestructive imaging sequences were used to de-
termine the changes in the backscattered echo intensity as
a function of time (i.e., the TIC) within this volume. Wei
et al. [17] proposed a growing monoexponential model to
describe the echo intensities resulting from the summed
contributions of all microbubbles within the sample vol-
ume.

Assuming a linear system, the flow is assessed by con-
volving the input function following destruction (modeled
as a scaled unit-step function) with the beam response
function (modeled as a scaled Gaussian function). The
nonuniform signal intensity resulting from flow velocities
and backscattered amplitudes of the echoes of microbub-
bles entering the sample volume are approximated by a
sigmoidal function [as in Fig. 1(a)]. The equation for the
received signal intensity (f(t)) as a function of time after
microbubbles destruction is given by:

f(t) = A

(
1

1 + e−α(t−c)

)
, (2)

where A is the steady-state intensity of the received echo,
α is the rate constant for the rise of the sigmoidal func-
tion, and c is the time interval from the start to the in-
flection point of the sigmoidal function (i.e., the inflection
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Fig. 1. (a) Sigmoid-based time-intensity curve model. (b) Diagrams of
the time course of microbubble replenishment. (c) Elevational beam
pattern of the imaging transducer.

time). Diagrams of the time course of microbubble replen-
ishment through the imaging plane are shown in Fig. 1(b).
Our previous work used a system with a 1-MHz cylindri-
cally focused transducer for microbubble destruction and a
25-MHz spherically focused transducer for high-resolution
imaging [30]. Because the use of these transducers results
in the destruction sample volume being much larger than
the imaging volume, we assumed that replenishment with
intact microbubbles begins at the boundary of the −6-dB
elevational beam width (i.e., ±E/2) of the imaging trans-
ducer. The acoustic beam pattern of the imaging trans-
ducer along the elevation direction is shown in Fig. 1(c).

When the microbubble concentration is restored to 50%
in the sample volume [i.e., at t2 in Fig. 1(b)], the time-
intensity relationship corresponds to the inflection point
of the sigmoidal function. The tangent slope of the TIC
increases with time before the inflection point due to the
increasing intensity of the ultrasound beam, and decreases
thereafter. The flow velocity (v) can be calculated as:

v =
E/2

c
. (3)

The tangent slope at the inflection point is given by:

df

dt

∣∣∣∣
t=c

= Aα
e−α(t−c)(

1 + e−α(t−c)
)2

∣∣∣∣
t=c

=
Aα

4
. (4)

As shown in Fig. 1(a), the slope also is equal to (A/2)/c,
hence:

c =
2
α

. (5)

From (5), (3) can be rewritten as:

v =
α

4
E. (6)

The size of the microbubble fragmentation volume
varies with the sonication parameters of the destruction
pulses and the concentration at which bubbles are infused,
which makes it challenging to estimate the absolute flow
velocity from (6). However, assuming that E is a constant
makes estimation of the relative flow velocity feasible and
proportional to α(s−1) and 1/c(s−1). Therefore, (1) can
be rewritten as:

S ∝ α · PA, (7)

S ∝ 1
c

· PA. (8)

B. Model Fitting and the Integrated Time-Intensity Curve

TICs typically have high variances due to the vari-
ous flow velocities in different vessels within the sam-
ple volume, echo decorrelations in the microbubble-
replenishment process, cardiac pulsatility, and variability
in bubble scattering. The use of high-resolution ultrasound
results in a small number of microbubbles within a single
ROI. Therefore, a high noise level can be present in es-
timates of flow based on the movement of these contrast
agents. Although it is possible to directly estimate A, α,
and c from (2), the variance is high and the presence of
false minima can produce large errors. To reduce the in-
fluence of noise on time-intensity measurements, we used
an integrated TIC (ITIC) method to reduce the effects of
parameter variability on the flow estimation [30]. A mod-
ified method is adopted here for estimating A, α, and c
from the ITIC.

The ITIC of a sigmoidal function is given by:

I(t) =
∫ t

0
f(τ)dτ

=
A

α
log

(
1 + e−α(t−c)

)
+

(
At − A

α
log (1 + eαc)

)
,

(9)

where log denotes the natural logarithm and I(t) is the
integration of (2) from zero to t, which is the time elapsed
from microbubble destruction. If α(t−c) being sufficiently
large arrives at advanced time with respect to microbubble
destruction, (9) can be simplified to:

I(t) ≈ At − A

α
log (1 + eαc) . (10)

Eq. (10) implies that the ITIC is approximately linear oc-
curs at advanced time with respect to microbubble de-
struction, and A can be estimated from (10) by linear fit-
ting to I(t), where the slope corresponds to the estimate
of A.
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The ITIC of a sigmoidal function defined in (10) is di-
vided into different values of t according to:

I ′(t) =

∫ t

0 f(τ)dτ

t
=

A

αt
log

(
1 + e−α(t−c)

1 + eαc

)
+ A,

(11)

where t is the time elapsed from bubble destruction. Note
that in the limit t → 0, I ′(t) → 0, and in the limit t → ∞,
I ′(t) → A. I ′(t) is inherently less noisy than the TIC be-
cause it is a running average of the TIC. With the esti-
mated value of A from (10), the estimates of α and c can
be jointly obtained from curve fitting to the ITIC model in
(11). Note that the definition of the ITIC used throughout
this paper corresponds to the time-averaged ITIC shown
in (11).

C. Locating the Perfusion Area

A correlation-based approach (CBA) was used to detect
the presence of microbubbles (i.e., the perfusion area) [16],
[31]. The CBA is based on the correlation changes between
before and after microbubble destruction in two received
images/data sets. The correlation analysis was performed
on short, sliding, and overlapping sampling windows of the
ultrasound received images/data set in this study. Here we
use two RF signals to illustrate the principle of CBA. The
correlation profile along the depth direction is given by:

ρ[n] =
L0∑

k=1+(n−1)∆

(
S1[k] − S1n

)
·
(
S2[k] − S2n

)
√

L0∑
k=1+(n−1)∆

(
S1[k] − S1n

)2 ·
L0∑

k=1+(n−1)∆

(
S2[k] − S2n

)2
,

n = 1, . . . ,
N − Lw

∆
+ 1, ∆ = Lw − L0, (12)

where S1 and S2 are the amplitudes of RF signals be-
fore and after microbubble fragmentation, respectively; k
denotes the sample number along the depth direction; n
is the window number; N is the total number of range
samples; Lw represents the number of range samples per
window; L0 is the number of overlapping range samples;
and S1n and S2n are the means of S1 and S2 for win-
dow n, respectively. The value of ρ is close to 1 when S1
and S2 correspond to immovable tissue, and approaches 0
when S1 and S2 are from the UCA-rich region. Note that
prior to applying this equation, speckle tracking is used to
align the image/data across frames/signals so as to reduce
motion artifacts.

Fig. 2 gives an example to illustrate the CBA. Figs. 2(a)
and (b) show the simulated RF signals before and after mi-
crobubble fragmentation in the 25-MHz ultrasound imag-
ing system, respectively. The region within the dashed box
in Fig. 2(a) represents the UCA-rich region (i.e., blood
perfusion area). The value of ρ is calculated using (12)
with a window size of 160 µm and a sliding window with
90% overlap. Note that the window size is determined by

Fig. 2. Simulated RF signals before (a) and after (b) microbubbles
fragmentation, and (c) correlation-coefficient profile along depth di-
rection.

the spatial resolution of the imaging transducer. Fig. 2(c)
shows the correlation-coefficient profile along the depth
direction. A threshold value is essential to separating the
perfusion area from tissue background, with the area below
the threshold being considered to be the blood perfusion
area. Selecting the appropriate threshold is important be-
cause variations in the background noise will influence the
accuracy of the perfusion-area location if the threshold is
either too high or too low. In this study, the threshold
value was determined by analyzing a series of simulation
data with signal-to-noise ratios (SNRs) ranging from 10 to
50 dB. For the results presented here, we used a threshold
of 0.8, which provided over 90% location accuracy under
different SNR conditions.

III. Results

A. Simulation Model

Computer simulations were used to model the TICs.
The adopted simulation model was that proposed by Kerr
and Hunt [32]. The original application of this simulator
was to emulate ultrasound Doppler color flow images. In
our technique we do not excite substantial nonlinear modes
of oscillation. Instead we detect the microbubbles based on
their strong backscattered echoes and movement through
the microvasculature. The model assumed that microbub-
bles and surrounding tissue represent two-dimension dis-
tributions of point-like scatterers. Because microbubble
echoes are detected by the high-frequency transducer at
far above their linear resonance frequencies, we assumed
that the microbubbles behave as Rayleigh scatterers. The
acoustic response of each scatterer positioned in the acous-
tic field was calculated based on its acoustic impulse re-
sponse. The amplitude of the backscattered signal (V (t))
from stationary scatterers can be represented as:
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TABLE I
Imaging Transducer Characteristics.

Central frequency 25 MHz
Element diameter 6.35
Focal length 12.70
−6 dB bandwidth 60%
−6 dB depth of focus 1.50
−6 dB elevational beam width 0.11

(Units: mm)

V (t) = Pe(t) ∗
N∑

i=1

κiht(�ri, t) ∗ hr(�r, t), (13)

where Pe(t) is the Gaussian pulse/echo response; ht(�r, t)
and hr(�r, t) are the transmit and receive acoustic impulse
responses, respectively; �ri is the position of the ith scat-
terer; N is the total number of scatterers; and κi denotes
the scale factor for the ith scatterer.

B. Simulation Results

The parameters of the 25-MHz transducer used for
microbubble-replenishment imaging are given in Table I.
The imaging pulses were transmitted with a pulse repeti-
tion frequency (PRF) of 1 kHz, and the microbubbles were
modeled as moving in a direction perpendicular to the el-
evational plane. In order to simulate the flow randomiza-
tion in the microcirculation, microbubbles were modeled
as moving forward with time-varying flow velocities and di-
rections. Before microbubble replenishment, the microbub-
bles were orderly distributed outside the imaging sample
volume (i.e., the boundary of the −6-dB elevational beam
width), as shown in Fig. 3(c). After microbubble replen-
ishment, their velocities were normally distributed with a
mean of 1 mm/s and a standard deviation of 0.5 mm/s.
Random backscattering coefficients were used to simulate
microbubbles of different sizes in the microcirculation. The
backscattering coefficients were normally distributed with
a mean of 1 and a standard deviation of 0.3. Figs. 3(d) and
(e) show diagrams of the microbubble distribution when
the microbubble concentration was restored to 50% in the
sample volume (t1) and in the entire (t2) sample volume,
respectively. The solid line in Fig. 3(a) represents the final
simulated TIC.

The ITIC corresponding to a raw TIC is shown as a solid
line in Fig. 3(b). The ITICs were calculated by integrating
the raw TICs and fitting them to a model based on (10) to
obtain the estimate of A, which was obtained using linear
fitting to the last 50 samples of the ITIC, corresponding
to the last 0.05 s in the TIC (t = 0.2 to t = 0.25 s).
With the estimated value of A from (10), the estimates of
α and c can be jointly obtained from curve fitting to the
ITIC model in (11). The dashed line in Fig. 3(b) repre-
sents the resulting fitted ITIC. The correlation coefficient
(R) between the two curves was 0.96. The dashed line in
Fig. 3(a) shows the fit to the sigmoid-based TIC from (2)

Fig. 3. (a) Simulated raw TIC of flow randomization (solid line) and
sigmoid-based fitting curve (dashed line). (b) ITIC of raw TIC (solid
line), and ITIC fitting curve (dashed line). (c)–(e) Diagrams of the
time course of microbubble replenishment through the imaging plane.

for the estimates of A, α, and c, with the o symbol de-
noting the inflection point. The results indicate that the
TIC predicted by the sigmoid-based model provides a rea-
sonable fit to the simulated raw TIC in the case of flow
randomization.

The random-flow cases for mean flow velocities of 3, 5,
and 10 mm/s and a standard deviation of 0.5 mm/s are
shown in Fig. 4. The simulated raw TICs are shown in
Figs. 4(a)–(c) as solid lines. Using the estimated values of
A, α, and c obtained from fits to (10) and (11), fits to the
TICs from (2) are plotted as dashed lines in Figs. 4(a)–
(c). The estimates of α and 1/c for different mean flow
velocities are shown in Figs. 4(d) and (e), respectively.
The actual mean flow velocities were linearly related to
the estimates of both α (R = 0.95) and 1/c (R = 0.93).

C. Results of In Vitro Experiments

Because M-mode images provide better temporal res-
olution than B-mode images in TIC analyses, M-mode
imaging microbubble-destruction/replenishment experi-
ments were used to validate the proposed sigmoid-based
model. However, B-mode imaging experiments were used
to measure the volumetric flow.

1. Experimental Setup: Fig. 5 shows a block diagram of
the experimental setup. A dialysis tube with an inner di-
ameter of 1.09 mm was embedded inside an agar phantom
constructed by dissolving 2 g of agarose powder in 100 mL
of water. The commercial UCA Definity� (Bristol-Myers
Squibb Medical Imaging Inc., N. Billerica, MA) was used
at 0.6 mL per liter of water. The flow rate was controlled by
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Fig. 4. (a)–(c) Simulated raw TICs (solid lines) and sigmoid-based
fitting curves (dashed lines) of flow randomization cases for mean
flow velocities of 3, 5, and 10 mm/s, respectively. (d) and (e) show
the estimates of α and 1/c, respectively.

TABLE II
Destruction Transducer Characteristics.

Central frequency 1 MHz
Element diameter 12.70
Focal length 18.40
−6 dB bandwidth 72%
−6 dB depth of focus 14.52
−6 dB elevational beam width 3.60

(Units: mm)

a syringe pump. A magnetic stir bar inside the syringe was
used to keep the solution well mixed. The system consisted
of two single-element transducers with spherical foci. A 25-
MHz transducer (model V324, GE Panametrics, Waltham,
MA) was used for high-resolution imaging, and a 1-MHz
transducer (model V303, GE Panametrics) was used for
bubble destruction. The specifications of the transducers
are summarized in Tables I and II. The two transducers
were fixed in a machined holder in a confocal arrange-
ment. The 25-MHz imaging elevational plane was aligned
perpendicular to the flow axis of the flow phantom.

The pulser/receiver (model 5900PR, GE Panamet-
rics) provided impulse excitation to the 25-MHz trans-
ducer and received the RF signal through a transformer
diplexer/diode limiter circuit. The excitation energy was
8 µJ, which produced an acoustic pressure of 0.24 MPa at
the transducer focus based on the hydrophone measure-
ments. The received RF signal was amplified by a low-
noise preamplifier (model AU-1114-BNC, Miteq, Haup-
pauge, NY), then further amplified by 42 dB within
the pulser/receiver. The RF echoes were digitized at
120 Msamples/s using a PC-based 14-bit analog-to-digital
board (model PCI-9820, AdLink, Taipei, Taiwan) and
stored on the computer for offline processing.

The 1-MHz destruction pulses with a length of 10 cycles
were generated by a programmable arbitrary-waveform

generator (model 5300, Tabor Electronics, Tel Hanan, Is-
rael), then amplified by an RF power amplifier (model
150A100B, AR, Bothell, WA) to produce an acoustic pres-
sure of 0.7 MPa at the transducer focus. In our previous
study, we found that over 95% of the microbubbles can be
destroyed by 10 cycles of a 1-MHz pulse at 0.6 MPa [33].

The transistor-transistor logic (TTL) triggers for 25-
and 1-MHz pulse sequences were generated by an analog-
to-digital-board standard sampling clock and synchronized
to it using a counter/timer board (PCI-6602, National
Instruments, Austin, TX). The 1-MHz transducer was
switched on after imaging pulses had been transmitted for
1 s. To ensure that all the microbubbles within the sam-
ple volume were completely fragmented, the destruction
pulses were transmitted with a PRF of 1 kHz for 1 s.

2. Experimental Results from M-Mode Imaging: A typ-
ical M-mode image for a flow rate of 1.4 mL/hour (i.e.,
0.42 mm/s mean velocity) is shown in Fig. 6(a) with a dy-
namic range of 50 dB. A parabolic flow profile is evident in-
side the tube. The 25-MHz imaging pulse was transmitted
with a PRF of 1 kHz. Because the UCA destruction vol-
ume is larger than the imaging volume, intact microbub-
bles were replenished in the sample volume after a short
delay. The raw TIC [solid line in Fig. 6(b)] was obtained
by summing the intensities of the backscattered echoes
along the depth direction as a function of time. The cor-
responding ITIC was obtained by integrating the raw TIC
[solid line in Fig. 6(c)]. The resulting fitting ITIC based
on (10) and (11) is shown as the dashed-dotted line in
Fig. 6(c). The dashed line in Fig. 6(b) shows the fit to the
sigmoid-based TIC from (2) for the estimates of A, α, and
c obtained from (10) and (11). The o symbol in Fig. 6(b)
represents the inflection point of the sigmoid-based model.
For comparison with the monoexponential model of Wei et
al. [20], the monoexponential-based fits of TIC and ITIC
are plotted as dotted lines in Figs. 6(b) and (c), respec-
tively. The detailed fitting process of the mono-exponential
model is available elsewhere [30]. The experimental results
show that the microbubble-replenishment process is de-
scribed more accurately by our proposed sigmoid-based
model than by the monoexponential-based model.

The solid lines in Figs. 7(a)–(c) show the raw TICs for
mean flow velocities ranging from 0.85 to 1.70 mm/s in
M-mode imaging experiments (corresponding to flow rates
from 1.4 to 7.3 mL/h). The dashed lines in Figs. 7(a)–(c)
show the fits to the sigmoid-based TICs from (2) for the
estimates of A, α, and c, with the square symbols denoting
the inflection points. The estimates of α and 1/c shown in
Figs. 7(d) and (e), respectively, indicating that they are
linearly related to the actual flow velocity (R = 0.97 and
0.98, respectively).

3. Microcirculation Volumetric Flow Assessment from
B-Mode Imaging Experiments: A flow phantom capable of
generating the very low flow velocities typically found in
the microcirculation (0.1–5 mm/s) was developed [30]. The
flow phantom consisted of a 5-mm diameter flow tube, into
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Fig. 5. A block diagram of microbubbles-destruction/replenishment experimental setup and pulse train for the M-mode imaging experiments.
The 25-MHz imaging elevational plane was aligned perpendicular to the phantom flow axis.

Fig. 6. (a) Typical M-mode image of microbubbles-
destruction/replenishment experiment. (b) Raw TIC (solid line),
sigmoid-based fitting curve (dashed line), and monoexponential-
based model fitting curve (dotted line). (c) ITIC of raw TIC (solid
line), ITIC fitting by sigmoid-based model (dash-dot line), and ITIC
fitting by monoexponential-based model (dotted line).

which a small amount of cotton was placed to emulate tis-
sue scattering and produce flow randomization. Definity�

at 0.6 µL/L in water was used as the UCA, and steady flow
rates of 30–300 mL/h were produced by a syringe pump.

The system setup is similar for B- and M-mode imaging
experiments. In B-mode imaging, the transducer holder
was fixed to a high-speed three-dimensional (3-D) mo-
tion stage (model HR8, Nanomotion, Yokneam, Israel) for
high-speed image scanning. A motion controller (DMC-

Fig. 7. (a)–(c) Raw TICs (solid lines) and sigmoid-based fitting
curves (dashed lines) for mean flow velocities of 0.85, 1.27, and
1.70 mm/s, respectively. The estimates of α and 1/c are shown in
(d) and (e), respectively.

2140, Galil Motion Control, Rocklin, CA) and a data ac-
quisition system were controlled by software running on
a computer. The B-mode images were 1.8 mm deep and
1 mm wide. They were acquired at a frame rate of approx-
imately 10 fps. A total of 100 frames were acquired, with
the first frame obtained immediately before microbubble
destruction and 99 frames obtained after microbubble de-
struction. Speckle tracking was applied to ensure image
alignment across frames to reduce motion artifacts when
imaging with a mechanically scanned transducer. Fig. 8(a)
shows the frame obtained prior to bubble destruction. The
first frame after bubble destruction is shown in Fig. 8(b).
In this case, the flow rate was 90 mL/h (i.e., 1.27 mm/s).
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Fig. 8. The in vitro experimental B-mode images before (a) and
after (b) microbubbles fragmentation and the located perfusion area
(denoted by gray dots) in (c).

4. Locating the Perfusion Area: In Figs. 8(a) and (b),
a sliding and 90% overlapping kernel block of size 160 ×
160 µm was used to locate the presence of microbubbles by
means of the CBA. Image blocks lower than the threshold
value of 0.8 were assigned to the blood perfusion area.
The gray pixels in Fig. 8(c) show the located perfusion
area. Each pixel in the image is 256 µm2. Hence, the total
estimated perfusion area is 0.49 mm2 in this case.

5. Estimation of Volumetric Flow Rate: An ROI within
the perfusion area shown in Fig. 8(a) of size 160 × 160 µm
was selected to illustrate the TIC in B-mode imaging ex-
periments. The raw TIC and sigmoid-based fitted TIC
from the ITIC are shown as solid and dashed lines in
Fig. 9(a), respectively. The corresponding ITIC of the raw
TIC is shown as the solid line in Fig. 9(b), and the dashed
line shows the ITIC fitted using (10) and (11). The results
of estimates of α and 1/c with mean flow velocities rang-
ing from 0.42 to 2.12 mm/s are shown in Figs. 9(c) and
(d), respectively. For each flow rate, five independent ex-
perimental estimates of α and 1/c were used to calculate
the mean and standard deviation. The actual flow velocity
was highly linearly related to both α (R = 0.99) and 1/c
(R = 0.99) within the selected ROI.

The flow velocity of the located perfusion area [as in
Fig. 8(c)] could be mapped using the same signal process-
ing as described above. Accordingly, the volumetric flow
rates calculated by multiplying the located perfusion area
and the corresponding estimates of α and 1/c are shown in
Figs. 9(e) and (f), respectively. Highly linear relationships
(R = 0.98) are evident in both cases. Eq. (5) indicates
that the value of 1/c is half that of α. In other words,
the flow rate estimates obtained from α × PA should be
twice those of 1/c × PA. However, the results shown in
Figs. 9(e) and (f) are not consistent with this. This dis-
crepancy might be due to the uncertainty in the bound-
ary of the actual volume in which microbubbles are de-
stroyed. Eqs. (3)–(6) were theoretically derived based on
the bubble replenishment at the boundary of the −6-dB
elevational beam width. The microbubble fragmentation
volume varies with the sonication parameters of the de-

Fig. 9. (a) Raw TIC (solid line) of the selected ROI in Fig. 8(a) and
sigmoid-based fitting curve (dashed line). (b) ITIC of raw TIC (solid
line) and ITIC fitting curve (dashed line). The (c) and (d) show the
resulting estimates of α and 1/c, respectively. The (e) and (f) show
the assessment of volumetric flow rate by α × PA and 1/c × PA,
respectively.

struction pulses and the concentration at which bubbles
are infused.

IV. Conclusions

Fig. 1 shows that the TIC appears as a rising exponen-
tial curve after the inflection point when the flow velocity
is very high. If the imaging sample volume contains ves-
sels with varying flow velocities, the resultant TIC can be
viewed as the linear combination of the respective TICs
for different flow velocities. This circumstance can be sim-
ulated by summing the TICs of the respective flow ve-
locities, as shown in Figs. 4(a)–(c), which results in an
approximate monoexponential-type TIC (which is shown
as a solid line in Fig. 10; the dotted line represents the fit-
ted curve for the monoexponential-based model). In other
words, the use of lower frequency ultrasound might re-
sult in a TIC with an exponential shape due to its larger
sampling volume containing vessels with a larger range of
flow velocities. Conversely, because the sample volume of
high-frequency ultrasound is smaller, the vessel sizes and
corresponding flow velocities will be more uniform. There-
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Fig. 10. Summation of the simulated TICs as illustrated in Figs. 4(a)–
(c) (solid line) and monoexponential-based model fitting curve
(dashed line).

fore, the above-mentioned circumstance may not occur in
the case of high-frequency ultrasound.

We previously constructed a 25-MHz UCA-destruction/
replenishment imaging system with a spatial resolution of
160 × 160 µm. This was used here to propose a new ap-
proach for functionally evaluating the microvascular volu-
metric blood flow. The approach includes locating the per-
fusion area and estimating the blood flow velocity therein.
Because the correlation changes between before and after
microbubble destruction in two adjacent images, a CBA
was introduced to detect the presence of UCAs (i.e., the
blood perfusion area). Note that the technique for locat-
ing the perfusion area becomes invalid in the presence of
vessels that are smaller than the kernel block size (i.e., the
ultrasound spatial resolution).

We also have derived a new sigmoid-based model for
characterizing the UCA replenishment process. This was
validated using both simulations and in vitro experiments,
which showed that the model was in good agreement
with experimentally measured microbubble-replenishment
TICs. The rate constant and inflection time derived from
the sigmoid-based model are used to evaluate the blood
flow velocity. The results indicate that the actual flow ve-
locity is highly correlated with the estimates of the rate
constant and the reciprocal of the inflection time.

B-mode imaging experiments were used to assess the
volumetric flow in the microcirculation. A flow phantom
constructed to simulate the very low flow rates of the mi-
crocirculation indicated the high correlation between the
actual volumetric flow rate and the product of the esti-
mated perfusion area and rate constant, and the reciprocal
of the inflection time. We also found that the boundary of
the microbubble destruction volume significantly affected
estimations of the flow velocity.

The perfusion area can be located and the correspond-
ing flow velocity can be estimated simultaneously in a

one-stage microbubble-destruction/replenishment process,
which makes the assessment of the volumetric blood flow
in the microcirculation feasible using a real-time high-
frequency ultrasound system. Potential applications of this
method include the high-resolution assessment of tumor
volumetric blood flow in small animals and the evaluation
of the superficial vasculature in clinical studies.
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